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SESSION INFO

A U D I O / V I D E O
If you cannot hear sound or 
see the presentation now, 

adjust or change your settings.

S U R V E Y
At the end, fill out the 

survey for a chance to win 
an Amazon gift card.

R E S O U R C E S
The slides, a recording, and 

certificate of attendance will be 
sent via email.

Q U E S T I O N S
Use the “Questions” panel 
to chat with the presenters 

and Tandem team.



Audit Management

Vendor Management

Business Continuity Plan

Compliance Management

Cybersecurity

Identity Theft Prevention

Incident Management

Internet Banking Security

Phishing

Policies

Risk Assessment
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What type of organization do you 
currently work for?
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What is your organization’s
asset size?



Session Topics

• What Makes a Good AI Policy?

• Defining the Scope 

• Core AI Policy Elements

• Tandem Policies Demo

• Wrap Up & Resources



What Makes a 
Good AI Policy?



AI isn’t just a trend. 
It’s becoming a core part of 

how businesses operate.



W H A T  M A K E S  A  G O O D  A I  P O L I C Y ?

A clear policy sets boundaries, builds trust, and supports safe innovation.

Scope Use Cases

Governance Accountability

Vendor Management Security Practices

Acceptable Use Training
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Does your organization currently 
have an AI policy in place?



Defining the Scope



D E F I N I N G  T H E  S C O P E

? In-House or Outsourced

? Operationally Critical or Significant

? Restricted, Private, or Public Data

Departments and Use Cases?
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How is AI currently being used in 
your organization?



Governance 
& Accountability
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Who currently oversees AI use at 
your organization?



G O V E R N A N C E  &  A C C O U N T A B I L I T Y  

Governance Accountability



G O V E R N A N C E  &  A C C O U N T A B I L I T Y  

https://ithandbook.ffiec.gov/it-booklets/management/i-governance/

“IT governance is "an integral part of governance 
and consists of the leadership and organizational 
structures and processes that ensure that the 
organization's IT sustains and extends the 
organization's strategies and objectives." IT 
governance objectives are to ensure that IT 
generates business value for the institution and to 
mitigate the risks posed by using technology.”

FFIEC Management Booklet

https://ithandbook.ffiec.gov/it-booklets/management/i-governance/


G O V E R N A N C E  &  A C C O U N T A B I L I T Y   |   O W N E R S H I P

OR



R E S P O N S I B I L I T I E S  &  F U N C T I O N S

? Who approves the use of new AI tools?

? Who ensures vendor assessments are completed?

? Who is responsible for monitoring ethical and legal concerns?



Vendor Management



W H A T  D O  Y O U  M E A N  “ V E N D O R  M A N A G E M E N T ? ”

Outsourced In-House
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Do you include outsourced AI 
systems in your vendor 
management program?



Microsoft CoPilot MetaAI

OpenAI ChatGPT Google Gemini, Duet, or AI Mode

Anthropic Claude Apple Intelligence

Perplexity DeepSeek

O U T S O U R C E D  A I  S Y S T E M S

X Grok Other Integrated AI Systems
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How many of these AI systems 
does your organization use?



D E T E R M I N I N G  A I  T O O L  C R I T I C A L I T Y

License Type Data Type Function Type



E V A L U A T I O N  &  O N G O I N G  M O N I T O R I N G  

“Determine how the vendor accesses, processes, and secures input data.”

“Evaluate how the AI model is trained, validated, and maintained.”

“Monitor the AI vendor's activity, performance, uptime, and security.”



C O N T R A C T S  &  D U E  D I L I G E N C E

• Transparency
 

• Bias and Fairness 

• Model Lifecycle 

• Liability 



Leverage Existing 
Security Policies



A C C E S S  C O N T R O L  P O L I C Y

1 Not everyone should have equal access to AI systems.

2 AI systems may introduce new or existing access risks.

3 Clear access roles create accountability.



I T  A S S E T  M A N A G E M E N T  P O L I C Y

1 How AI tools are identified, inventoried, and approved for use

2 If personal or unvetted tools are allowed for business purposes

3 How AI system integrations are tracked and controlled



D A T A  P R O T E C T I O N  P O L I C Y

1 Define what data is appropriate for AI tools.

2 Address encryption and anonymization. 

3 Clarify what happens to data after it’s processed. 



M O N I T O R I N G  &  L O G G I N G  P O L I C Y

1 Track who is using AI tools and how they’re being used.

2 Monitor what data is being entered.

3 Watch for anomalies or risky behavior.

4 Review AI output before acting on it.



I N C I D E N T  M A N A G E M E N T  P O L I C Y

1 AI-related incidents should be reported.

2 Teams need guidance on how to respond to AI-related issues.

3 Post-incident reviews should evaluate AI use.



Writing an AI policy doesn’t mean starting 
from scratch. It’s about reinforcing what’s 
already working and connecting the dots. 

Use what makes sense for your environment.





Acceptable Use 
& Training



S E T T I N G  E X P E C T A T I O N S  F O R  E V E R Y D A Y  A I  U S E

Perform AI Security 
Awareness Training

Set Boundaries for 
High-Risk Use

Define What Is and 
Is Not Allowed



E X A M P L E :  G R A M M A R L Y  P R I V A C Y  P O L I C Y



E X A M P L E :  G R A M M A R L Y  P R I V A C Y  P O L I C Y

https://www.grammarly.com/privacy-policy

https://www.grammarly.com/privacy-policy
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Does your Acceptable Use Policy 
address use of AI tools?
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Does your security awareness 
training include AI topics?



Keep It Simple 
& Straightforward 



K . I . S . S .

1

Fit Your 
Organization

2

Cover the 
Essentials

3

Build from 
Existing

4

Be Useful for 
People



L E A R N  M O R E

Tandem Policies 
Software

Tandem.App/Policies-Management-Software

https://tandem.app/policies-management-software




Fill out the survey for
a chance to win!



C Y B E R  R E P O R T

Be Part of the 2025 
State of Cybersecurity 

Survey

Tandem.App/Survey

https://tandem.app/survey


F R E E  R E S O U R C E

Artificial Intelligence (AI) 
Vendor Review Checklist

Tandem.App/AI-Review-Checklist

https://tandem.app/ai-review-checklist
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